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ABSTRACT

An ensemble maodel, referved to as SVR-LSTM-CNN (Support Vector Regressor - Long Shori-
Term Memory - Convolutional Newral Netwark), was proposed for stock price forecasting, This
madel combines the SVR for capturing linear features and a deep nenral network structure that
incorporaies LSTM and CNN layers to capture both linear and nonlinear data features. In the
AVR-LATM-CNN model, SVR is wiilized to capture linear features, LSTM captures long-term
dependencies in the dota, and CNN captures hierarchical data structures. The stndy focused on
Sonr different stocks from the Nigerian Stock FExchange historical database. A comprehensive
performance evalnation, using daily stock prices, revealed that the SVR-LSTM-CNN model
outperformed benchmark models in ferms of Koot Mean Sguared Error (RMSE) and Mean
Absolute Ervor (MAE) performance measure.

Keywords: Machine Learning, Ensemble Method, Suppon Vector Regressor, Convolutional
Meural Network. Long Short-Term Memory, Stock Price Prediction

L0 INTRODUCTION

A stock, in finance, represents o share in a
gompany's ownership, and those who own
stock  (also  called  swock  holders or
shareholders) can claim a percentage of the
company's assets and earnings. Units of
stock are called ‘shares.” Whenever a
company issues shares to the public for the
first time 1o raise money for expansion,
they often do so through an imitial public
affer (IP0), and these shares are sold in the
primary market. After the first sale, the
shares can be resold by stockholders in a

place called the secondary market, which is

mostly referred to as the stock market, also
called the swock exchange market. An
example of the stock exchange market is
the Nigerian Exchange Group (NGX) A
share sold in the market at a particular price

is called o stock price,

A person imerested in investing in the
stock markel needs 1o creale time for
proper monitoring of the stock marker due
to price fluctuations, which can either rise
or fall depending on cerain factors like
news, inflation, and polides. These factors
have effects on the market. thereby making
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prediction complicated.
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Li-Pang (20207 mentioned that stock price
has a time-dependent feature, and time
series analysis Is extensively employed 10
describe data that varies over time, Machine
learning (ML} is an emerging technology
that empowers machines o glean insights
from historical data and  awtomatically
perform a given task. ML allows computers
1o learn from the experience independently
while using statistical methods o improve
their efficiency and the ability 10 forecast
results without explicit programming ML is
a subdivision of artificial intelligence (Al
that  helps one to  build  Al-driven
applications.  Some  popular  machine
learning applications  are  email  spam
filtering, product recommendations, face
recognition, and self-driving cars. One of
the major tasks of machine learning
techniques is to use large data 1o build a
mathematical model that aids in predicting
the foture accorately. Some  machine
learning technigues like random forests and
support vector machine (SVM) have been
used by Xwpetal. (2020) for financial stock
forecasting. Likewise. Parray et al. (2020)
applied logistic regression and artificial
neural networks (ANN) machine leaming
technigques to predict the trend of stocks for
the next day.

Aside from the vanous approaches based
on ML, several deep learning technigues
have emerged for research in time series

forecasting. Deep learming (DL) is a

member of ML that can extract high-level
abstraction features for data representation
like convolutional neural networks, which
havealso been used for image processing. Tt
i5 also used for analvzing Nnancial time

series data.

The goal of investors in stock markets is wo
make a profit in future, and the expectation
for developing the best methods suitable
for predicting stock prices W avoid loss has
mereased. As oa resull, it is ocrucial w
develop proper models o obtain reliable
resufts with the best accuracy for making
precise and consistently correct predictions
as many underlying patterns, repelition,

factors and self-organization are involved.

Over the years. researchers predicted stock
markel prices using a support  vector
regressor (SYR) combined with different
kinds of windowing functions as a data
preprocessing step to feed the input into the
machine learning algorithm for pattern
recognition. Hastie et al. (2008) discussed
on the SVMs and flexible machine learming
kemmel methods and others such as Li-Pang
(2020} compared the performance of SVR
and LSTM to the hybrid model of CNN-
LSTM while Lu et al. {2020), Long et al.
(2020} and Hao et al. (2020) used the
hybrid model of CNN-LSTM and observed
the accuracy and performance. Wen et al.
(2019 first exploited the sequences
reconstruction method o redoce the noise
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of the financial tme series data, after

which they employved the CNN model 10
extract spatial  structure  from the tme
series data for stock prediction. Sezer et al,
{2018) furst transtormed stock techmical
indicators into 2D (2- dimensional) images
and designed # novel method based on
CNN for the stock price prediction task
while Yu et al. (2021) proposed that the
model performs better if the hybridization
comprises more han two components,
implying that a model's complexity can

improve its prediction accuracy.

Three precarious issues were raised by Nu
et al. {2020} on constructing ensemhble
classifiers and regressors, which are - the
choice of base regressor or classifier
technigue  adopied,  the  combination
technigues  wsed 1o ensemble  multple
regressors o classifiers and the quantum
regressors or classifiers o been sembled.
The result of the research suggested that an
innovative study in the domain of stock
markel  prediction  ought 10 include

ensemble techniques in their algorithms.

Howewver, in these researches, studies
have been limited to the hybrid of CNN-
LSTM  based on  compansons  of
prediction accuracy.  Thus,  in this
research, o enhance prediction sccuracy
and efficiently extract features, SVR will
he combined to the hybrid of LSTM-CNN

integrating into a cohesive framework and

suggesting a novel time series prediction
ensemble  model named SVR-LSTM-
CNN. The new ensemble model will be
tested  for  better  accuracy  and
performance. It will also be compared to
the CNM-LSTM hybrid model based on

accuracy and performance.

The major parties benefiting from  this
research are the indusiry, academia and
shareholders. The industry will benefit
because variables and machine learning
techniques wsed i this research can further
provide betler insights on underlying trends
predicting the stock price in the industry, In
academia, this research will bring a better
understanding of the stock market to the
limelight, and the insights provided can be
wsed for future research. Finally, for the
shareholders, this will be a boost in making
better decisions o get higher returns from

the stock market.
20 MATERIALS AND METHODOLOGY

The stock market remains a favoured
investment choice owing to the potential for
high returns, and the daily behaviour of the
market prices revealed that the stock prices
are  wvolatile, which makes prediction
difficult, according to Akwuegho et al
(20100, A wiorial on SVR was done by
Alex eral. (2004), exposing the basic ideas
under lying SVR for function estimation
and how this algorithm is carrently used for

training support vector machines, covering
=I|'DEE
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both  the  quadratic  {or  convex)
programming part and advanced methods
for dealing with large datasets. With the
advancement  in technology, the stock
market price prediction problems can be
solved using various techmigues., Li-Pang
(20203 considered three machine learning
techniques: LSTM, CNN and SVER. for
stock price prediction and it was further
shown in the mescarch that a machine
leaming model could be trained on one
stock dataset. which can also be used o
predict various stock prices with a modest
compromise  in terms  of  preciston.
However, in this research, to avoid feature
Ioss by extracting deep features efficiently,
a hybrid model was structored 0 LSTM-
CMM by changing the processing order and

testing for accuracy to determine if it would

perform better than CNM-LETM. Also. the
new hybrid model (LSTM-CNN) was used
to develop an ensemble model (SVR-
LETM-CNMNYL Thus, the study  was

conducted in the following stages:
2.1 Data Collection

The data was sourced from NGX, which
was formerly known as the Nigerian Swock
Exchange from January 4, 20100, o April 8.
2019, for four banks which are Guaranty
Trust Bank (GTB), Zenith Bank Plec (ZBN),
First Bank (FBN} and United Bank for
Africa (UBA)., The data under went Four
general  processes:  data  collection,  pre-
processing, data analysis and getting the

result.

2.2 Model Architecture
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r
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Figure 2.1: Architectore of SVR - LSTM - CNN model
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2.3 Algorithms
The following algorithms were used in this research work to create the ensemble model:

2.3.1  Support Vecior Regressor (SVR): The 5VR is a machine learning technigue for patiemn
recognition. The ohjective of SVR is to minimize ervors by tailoring the hyper plane, maximizing
the margin while allowing for a tolerance in certain error instances,

Decision (WX + ha-

Bavunilary

Price Dhecision (VWX + h,;

Boundary

Time

Hyperplane (WX + h)
Source: www.analyticsvidhyva.com/blog/ 2020003/ support-vector-regression-tutorial-for-machine-leaming/
Figure 2.2: Imiage on the idea behind SVR

Visualize the two lines as the decision boundary and the central third line as the hyperplane in
Figure 2.2. The ohjective is to concentrate on the points within the decision boundary line, The
optimal fit line aligns with the hyperplane that encompasses the maximum number of points
ivectors).

Assuming that the decision boundary lines are at a distance, say *a’, from the hyperplane, then,
the lines that we draw at a distance from the hyperplane will be a” and @,

Let us assume that the equation of the hyperplane is as follows:

()= +b 2.1
Then the equations of decision boundary become:

Wi Hh=at 22
Wi Hh=a 23

Thus, any hyperplane that satislies our VR should satisfy;

a-<[x)—w ¥ +b<at 24
where

x'is the vector of the predictor variables

d'(x)is the sample classification
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W is the weight

vector b is a constant

To describe the SVR classifier explicitly, let

{(x)=w ¥ +b>0;xeat 25
{x)=uw ¥ +h<;xea- 26
(x)=w x +b=0;x€ Hyperplane 23

To maximize the margin of the hyperplane to the nearest points from the two classes atand a-,
let D be the width of the margin, For the best accuracy, t}'u;r decision line has 1o be in the middle

of the decision boundary, so we have _on the left and 2 on the right of the decision line which
F! 2

must be equal.
Assume that w is a unit vector, that is||w]j=1
+
Ifivx 4+bz" i €at=1,..n 18
i 7 i
and
e b’ v ea=l.m 29
i > i
Then,
g p*
b= €at,=1,...n 10
bl ¢ 2 !
and
S +b" s ea =l 211
fwll ® 2 !
This implies that
A ot
Wit +bz|lwll” x Eq* 212
i 2 i
and
we tbs—|wl” i ea 2.13
i i

2

: 2
Using|lwli= = i{3.12)which is an arbitrary choice because the magnitude oflw||does not
matter, then we will get

Wi +b=1 214

Since]|lw]| =* thenD= ot 2.15
D [l

The goal is to maximize the margin D such that there is no training sample inside the margin, and

this has translated mathematically inte 2,12 and 2.13,

Therefore, the optimization problem can be writien as

Max =

[|weit N
« 031
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While taking into account the constraints in 2.12. and 2.13 2.16

Since we have two equations in the constraints, we will simplify into one equation by introducing
yisuch that the (™ raining sample will be

¥ +b)=1fori=1,..n 2.18
So, we Maximize —

fhwll
Subject to
ywa+b=1 fori=l..n 219
Or equivalently,

Minimize l_l.lw 12

Subjectin ‘
yR+b)=1 fori=1,..n 2.20
Mote that maximizing the margin (that is.aximize —%_ which is the key principle of a support

Hwil
vector classifier problemy} is equivalent o M!’m’mfze]lelzas stated by Winston (2010),
2

By the Lagrange multiplier method, we create a primal Lagrangian to solve the optimization
problem

(w.b.a) T (o +b)-1))

P t ==llwil- =t 4
2
=_'”w“_3 ¥ warc -3 ayh+T" it 2.21
. =1 | 1 =1l 1 =1
Wiy B gy x'= 222
e = il
Therefore,
w=L [, @y 223
e ay=0 2.24
i =1 I
Replacing (3.24) and (3.23) in (3.21), we have a dual Lagrangian
] mn Tl " n
1
Lladr=, EX auniyiyix oy — LRy yi XXy +2a
fmljml jm1jmi i=1
=3 g—'9 I oaa yiRx 225
I=1i 3 =1 =1t jij w
In essence,

H
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Maxl o)
Subject to
izl 226
[mplies thar when
=i, is noL a suppon vector
) 15 o support vector
i nda is very high, xis a support vector and an outlier training sample.

[f the training data is non-linearly separable, there will be a transformation into a higher
dimensional space say B(x).

Since from 3.1,
d{x)=iv ¥ +b
This implies that putting 3.23 in 3.1, we have
(x)=Er ., oo +b forij=1,.n 197

We observed that the maximization depends on the dot product of pairs of samples, that is7x
in 2.25 and 2.37.

To maximize in the transformed feature space (B3 x), we have

L{a)=} a—'R Z' aa yy@(x).8(x) 228
[F '] =1 z i=1 =1 1] i i

amil

(=% ., cyd(x).B(x)+b 220

To avoid large number of operations, we define K 1o be a kernel function such that
(xux)=8(x:).80x)

This implies that to have the classifier, 2.28 and 2.29 become

Lia)=T a-"® I aa yy(xx) 230
" E i=k 7 =1 =11 iij B |
(xi=¥" . el (xx)+b 2.3

For the regression problem, our aim is 0 predicl actual stock prices rather than merely
forecasting upward or downward trends, Thus, prepresents a continuous real value, The
optimization problem can be modified o

maximize 1_2@ —a" ) (y—d(x))—CH (a+a”) 232
@ =1 | i [} (] =1 | i
subjectioX (a—a’ )=Oandl<m=c 233
i=1 i
.033
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where(x)=Y"(a—a )K(x,x)+b

1=1 1

Errors with an absolute value smaller than
E argignored. Theregularzation constant
c> 0 plays a crucial role in balancing the
non-linearity of d and the extent to which
deviations larger than E are taken into
account,  Commonly  preferred  kernel
functions  include the radial  basis
functionand  the  polynomial  kernel
according to Hastie ef al, (2008).

2.3.2 Convolutional Newral Network
(CNNE: A Convolutional Neural Network
(CNN) belongs to the category of deep
neural networks primarily employed for
analyzing vispal imagery and recognizing
patterns. CNN utilizes a specialized
technique  called  convolution, a
mathematical operation on two functions
that results in a third function depicting
how one function is altered by the other.
Essentially, CNN's purpose is (o diminish
redundant charactenistics or features inthe
data, transforming it im0 &  more
manageable form without sacrificing crucial
features essenuial for accurate predictions.
In essence. CNN is employed to extract
profound features by capturing the inherent
characteristics of ime senes data. The CNN
structure consists of the following:

Input Laver: The input laver is solelyused
to read the data, and there are no parameters
to leam in this layer,

Convolutional Layer: This layer is good al

extraction and reorganization.

Pooling Layer: This layer is used for
reduction of redundant characteristics of the
data, and there are no parameters (o leam in
this layer.

233 Fully-connected Layer: Each input
unit in this layer has an independent weight
associated with every output unit. Also,
gach output node in  this layer s
accompanied by a bias contributing to the
final prediction result..

Output Layer: In this layer, we have the final
result.

In a straight forward scenario, the size of
the output CNN Laver is determined by the
formula ‘input_size - (filter_size - 1), For
instance, if the initial prediction Is (50,503,
and the filter size is (3.3). the calculation
would be (30 - (3- [} =48,

234  Long  Short-Term  Memory
(LSTM): The LSTM network  model
incorporates @ memory function designed
for sn extended period. Employing a gate
control mechanism. the model regulates
information  flow and  systematically
determines the quantity of incoming
information retained at each tme step. The
LSTM unil consists of a storage unit and
three control gates, namely the input gate,
output gate, and forgetting gate. For
instance, if x, and h, represent the input and
hidden states at time L respectively, fu i,
and oy denote the forgetting gate. input gate,
and output gate, and C; is defined as the
candidate information for input storage.
However, the storage amount is then
governed by the input gate. Each memory
cell involves three lavers of sigmoid
transformation and one layer of than
transformation, The computationl
processes for each gate, input candidate,
cell state, and hidden state are elucidated in
the subsequent formula:
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f[:{Wf[hr_],x:] +'bl|":]' 2.35
This will yield a value ranging from( to 1. with 0 indicatingthe exclusion ofall information and |
signifying the retention of all information from the previous period.

The input gate, governed by the sigmoid function, decides the state of the cell that requires
updating..

f[={W|*[hr—1ax!]+br} :.3(}
It also updates the information that needs to be updated to the cell at period t, using a tanh
function.

Co=tanh{W*[he-1.2x:]+be) 237
Here, the memaory cell state gets updated through

Eg=f["lfr__1+f["€1-

The outpul information is computed through a sigmoid layer and subsequently treated as a tanh
function as

O =(Wo*[he—r0:] 4+ 5) 238
and the final output generated by the cell is
he=0,* tanh(C.), 230

where W Wi W, and W, denote the weight matrices for the forgetting gate, input gate, output
gate, and update state, respectively. Correspondingly, by, by, by, and b, represent the bias vectors
for the forgetting gate, input gate, ouiput gate, and update state. Here, x; represents the time series
data for the current time interval fand ft,_yrepresents the output of memory unit from the previous
time interval f = 1.

2.4 Accuracy Measures

In order to compare the techniques, we will be using two (2} measures: rool mean squared error
(EMSE) and mean absolute eror (MAE) o evaluate the result from the SYR-LSTM-CNN
maodel,

2.4.1. Root Mean Squared Error (RMSE)

RMSE, or rool mean square error. denotes the standard deviation of residuals or prediction
errors. Residuals measure the distance of data points from the regression line, and RMSE
measures the spread of these residuals. Essentially, it offers insight into how closely the data
forms a cluster around the line of best fit. RMSE was used to compare forecasting errors of the
three different algorithms and the ensemble model for the particular NGX data set due to its
sensitivity 1o outliers. It significantly compares a predicted value and an actual value. To achieve
maore accurate predictions, the smallest or lowest RMSE obtained as the result was chosen.
RMSE is always non-negative and a value closest to (0 (or 0, which rarely achieved in practice)
would indicate the best (it to the data.

The formula is:

RMSE =V'TE —z)t 240
fo n =1 oy

where:
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{zh— z,,}zr'-—- differences between forecasts and observed values, squared n
= sample size.

There is a direct relationship with the correlation coefficient when standardized observations and
forecasts are used as inputs for RMSE. An example is provided wherein a correlation coefficient
of | signifies that the RMSE will be 0. indicating that all points align perfectly on the regression
line resulting in no errors.

2.4.2 Mean Absolute Error

The Mean Absolute Error (MAE) represents the average of all absolute ervors, disregarding their
direction. An absolute error signifies the extent of hias or in accuracy in measurements,
indicating the difference between the measured value and the ‘true’ value. The formula is:

MAE='S"  Ix —d 241

nod=1
where:
n = the number of errors
[xi~3= the absolute errors
30 EMPIRICAL STUDIES

In this research, the daily stock prices of
four Nigerian banks (GTB. ZBN, FBN and
UBA} from 4 Januury 2010, to B April
2019, were obtained from NGX. A
computer program was developed using
Python and R for data analysis, preparing
the dataset through pre-processing, and
implementing  the  machine  learning
algorithms. The data variables used were
daily open price. close price, high price,
low price, average price. deals, the volume
of tracdes and value of rades, The dataset
contained a wotal of 9100  daly
observations.

The dataset was processed to examine the
distribution of prices and daily log-retumns,
as well as the correlations among various
stocks and awtocorrelations in the prices.
The processed dataset was divided inio a
training set (80%) and a testing set (207,
The training set contained 7,280
observations of the raw data set and the
testingset  contained 1,820 observations.
The benchmirk models used o forecast the
stock price were SVR, CNN, LSTM. CNN-
L5TM and LSTM-CNN,

SVR-LSTM-CNN model is an ensemble of
SVR developed by Vapniker al. (1964},
CNN developed by Yanner al. (1998) and
LSTM developed by Hochre iteret al,
i 1997}, Firstly, the 8VR model was used to
prediet the stock price and determing the
residual of the SVR model, an assumption
was made regarding the presence of spatial
and  temporal  dependencies  among
neighboring  observations of the SVR
model's residual. To address this, LSTM
layers and a CNN maodel were emploved to
extract spatio-temporal features from the
SVR model's residual. The LSTM model
capiured long-term temporal dependencies,
while the CNN model focused on extracting
spatial  relationships  among  adjaceni
residuals,

In the SVR model. the radial basis function
(RBF) was selected as the kernel function,
and  the opumal  combination  of
hyperparameters  across  all  datasers
imcluded C=2000, Epsilon=0.001, and
Gamma=0.001, The architecture of the
LSTM-CNN model comprises an input
layer, LSTM layer, convolutional layer,
max pooling layer, and fully connected
layer. The LSTM il
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consists of a single hidden layer with 54
hidden neurons, while the CNN model
includes one convolutional layer, one
pooling laver, and one fully connected layer
{with 128 filters). The convolutional layer
employs the Rectilied Linear Unit (ReLU)
activation function, and the pooling size is
setto 1.
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4.0 RESULTS AND DISCUSSION

To verify the efficacy of the proposed
ensemble  model,  differem  models,
including SVR. LSTM, CNN, CNN-LSTM,
LSTM-CNN and SVR-LSTM-CNN, are

Price

compared on the four siock datasets. The
prediction results are shown in  the
comesponding tables and figures, where the
predicted closing price of the stock is
represented by the blue curve, while the
actual closingprice is depicted by the red
curve, The time is displayed on the x-axis.
and the y-axis reflects the normalized value

3
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Flgure 1.2: Thme series plot for UBA daily steckprices

of the stock price.

As shown in Table 1| below for ZBN, the
BMSE and MAE of the hybrid SVR-
LSTM-CNN model have the smallest
vidlues of 59,123 and 42.521 respectvely
for ZBN among all methods. The SVR
model has the highest RMSE wvalue of
76.725 and MAE value of 62.821.CNN-

LSTM
n
B A
E m- 1!11 1:"4 Iﬁ :m
Time

Figure 3.4: Thae serles plot for ZBN daily stockprices

model has the value RMSE value of 67,210 and
MAE value of 50075 while LSTM-CNM hasthe
RMSE value of 64,906 and MAE valoe of 45,293,
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Tablel; RMSE and MAE of different forecasting models for ZBN

SVR |CNN | LSTM | CNN- | LSTM- | SVR-
LSTM | CNN LSTM-
CNN

RMSE [ 76.725 | 76.012 | 70.842 | 67.210 | 64.906 | 59.123

MAE | 62.821 | 59.562 | 51.987 | 50.075 | 45.293 | 42.521

'ﬂvf '*‘W’] LW
| WMM

(CFose value {poini )

(T lwse yaloe (pEoint )
a

4 T T T T T 4 T T T T —T
il 1T il K il i 1200 i 1 40 il A (11T
Timoe valwe ey} Time vabue {day )
— True valwe = True value
— Prediction value — Prediction value

Figure 4.1: Prediction result of LSTM-CNN and SYR-LSTM-CNN respectively for ZBN

In Table 2 for GTR, the RMSE and MAE for GTB show that the SVR-LSTM-CNN model has the
least value with 44.227 and 28.349 respectively, The CNN-LSTM model has RMSE of 48,179
and MAE of 32289 while LSTM-CNN has RMSE of 46.736 and MAE of 32.237. Also, the SVR
maodel has the highest values of RMSE and MAE as 91,908 and 79,914 respectively,

Table2: RMSE and MAE of different forecasting models for GTB

SVR CNN | LSTM | CNN- | LSTM- | SVR-
LSTM | CNN LSTM-
CINN

RMSE | 91.908 | 64.978 | 51.027 | 48.179 | 46.736 | 44.227

MAE | 79.914 | 50.585 | 35.419 | 32,289 | 32.237 | 28.349
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Figure 4.21 Prediction results of LSTMaONN and SVR-LETM-CNN respectively for GTH

According to Table 3 for FEN, the SVR-LSTM-CINN model has the smallest values for RSME
and MAE with 58.604 and 41.604 respectively. The CNN-LSTM model has the value of 68. 144
for RMSE and 51.143 for MAE while LSTM-CNN has the value of 64.507 for RMSE and
46.4533 for MAE, The SVR model has the highest values of RMSE as 78,855 and MAE as

63.981.

Table3: RMSE and MAE of different forecasting models for FEN

SVR CNN LSTM CNN- LSTM- | SVR-
LSTM CNN LSTM-
CNN

RMSE 78.855 76.218 71.356 68144 64.507 58.604
MAE 63.981 58.679 | 52.119 51.143 46453 | 41.604
R 1 2°F - i
! 1L | % L ‘ i
- | { | | * hlk I .
i:,l-'ﬁ.ol-lhiﬂJ : 1 .'\.l-l'\-"".'I ]

Jig At flid LI

LT e T E U R ]

Time value {dayi

e Tirme wlimie
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Figure 4.3: Prediction results for LSTM-CNN and SVR-LSTM-CNN respectively for FBN

« 039




MNIGERIAN HFHIENAL QF TECHNICAL ERLUCATION

In Table 4 for UBA, the CNN-LSTM mode] has 49.675 as RMSE and 31.308 as MAE while the
LETM-CNN model haz 47,394 ag RMSE and 30,927 as MAE. The SVR-LSTM-CNN model has the
least BMSE of 45,856 and MAE of 29,034, Also, the SVR model has the highest value of RMSE as
90.657 and MAE as 78.053;

Table 4: RMSE and MAE of different forecasting models for UBA

SVR CNM LST™ CMN-LSTM | LSTM- SVR-
CHNN LSTM-
CNN
REMSE H6ST 63893 50334 49.675 47 394 435 856
MAE TR.O53 50,464 34591 31.308 30.927 29.034
4 E e
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Figare 4.4: Prodictien results oy LETM-CNN and SYR-LETY-ONMN respectiyely For UBEA

According to the results shown in Tables |- than LSTM-CNN and the othermodels
4, the RMSE and MAE of the hybrid SVR- because SVR-LSTM-UNN can exploit the
LSTM- CNN models are minimal in subsequent information of stock price time
comparison to other models. It was also Series,

discovered that the prediction results of The results indicate that the SVR-L5TM-
thelL.STM-CNN models are better than the CNN can better capture the spatio-temporal
CNN-LSTM models because the RMSE features of future stock prices. Furthermore,
and MAE of LSTM-CNN models are from the prediction results in the tables,
smaller than CNN-LSTM models in the SVR-LSTM-CNN  models are in closer
different data sets. The resulis indicate that proximity to the actual stock price, resulting
the LSTM-CNN takes the trend of the stock in  smaller errors.  In summary, the
price as fime series mio consideration, experimental results confirm the wviability
which is a crucial factor for enhancing and efficacy of the proposed network
forecast accuracy. It was also observed that model,

the SVR-LSTM-CNN performance is better
o 0440
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4.1 SUMMARY AND CONCLUSION
4.2 Summary of Results

This research focused on predicting stock
prices using a hybrid model called SVR-
LSTM-CNN, The model combined three
different models to capture distinet features
of the stock price data.

Firstly, SVR model was used as the base 1o
captureboth the linear and nonlinear data
features of the stock price. Subsequently,
the LSTM model was integrated to capture
prolonged temporal dependencies within
the data. Finally, the CNN model was
employed 1o extract  distinct  spatial
relationship  features  from  the  residual
obtained from the SVR model.

The performance of the SVR-LSTM-CNN
model was evaluated by comparing it with
the following benchmark models SVR,
LSTM. CNN, CNN-LSTM, and LSTM-
CNN. The experimental results show that
the SVR-LSTM-CNN model had the best
prediction accuracy on the test data
compared (o the other models.

This research showed that combining the
strengths of each model can significantly
improve the accuracy of stock price
predictions. The SYR model is good al
capturing  both  linear  and  nonlinear
features, while the LSTM model is suitable
for  modeling  long-term  temporal
dependencies. The CNN model excels al
extracting spatinl features, making it a
useful additiomo the SVYR-LSTM hybrid
model.

The efficacy of using a hybrd model
approach to improve the accuracy of stock
pricepradictions was demonstrated in this
research. Also, it was discovered in this
research that multiple types of features can
be captured in the data to achieve better
predictive performance by combining the
strengths of different models.

4.3 Conclusion

The research findings in this work indicate
that the ensemble model of SVR-LSTM-
CNN outperforms the benchmark models in
fitting stock price data. The SVR-LSTM-
CNN model combines the strengths of each
individual model, resulting in more
accurate predictions of stock prices.

Furthermore, it was discovered in this
resgarch that the LSTM-CNN model is
particularly effective in predicting daily
stockprices when compared to the CNN-
LSTM model. This is likely due to the
ability of the LSTM model to capture long-
term temporal dependencies, combined
with the CNN's ability to extract spatial
features. These results suggest that the
LSTM-CNN model may be a suitable
choice for daily stock price prediction
applications.

Overall, this work demonstrated the
superior performance of the 5VR-LSTM-
CNN model in fitting stock price data, and
highlights the effectivencss of the LSTM-
CNN model in daily stock price prediction.
These findings have practical implications
for financial analysts and traders who rely
on accurate predictions of stock prices for
mvestment and trading decisions,
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